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A. INTRODUCTION
The context for this workshop panel is the exploitation of the intersection between nuclear energy materials and extreme-scale (petascale, exascale, and beyond) simulations.  Several recent reports have focused on the materials challenges for advanced nuclear energy systems [1], the emergence of computational materials engineering [2] and simulation-based engineering science [3], as well as the impact of high-performance capability computing in selected areas (not materials) [4].  On the other hand, no explicit considerations have yet been given to the issue of how high-performance computing can accelerate the use of nuclear energy systems.  While not every important materials challenge [1] is suitable for simulation at extreme scales, an examination of the essential advances that will be enabled by such simulations [4] is most timely, given the power of theory and large-scale simulation that is becoming available [2,3].
To provide a framework for the panel discussions, we begin with a list of nuclear energy materials topics considered by the nuclear engineering and materials science communities to be among the most critical to the accelerated use of advanced nuclear energy systems (Sec. B).  This is followed by comments on the opportunities for extreme-scale simulations (Sec. C).  Then the challenges and capabilities are combined to arrive at a set of problems that could benefit from exascale computing (Sec. D).  We close with the suggestion of creating an institute for materials discovery and design, and a national knowledgebase for data, models, and simulation results, as definitive steps in sustaining the vision of this workshop (Sec. E).  
B. NUCLEAR ENERGY MATERIALS CHALLENGES

An outstanding challenge in the design and manufacturing of nuclear fuels is to achieve the required energy density while maintaining structural integrity during operation. A first consideration in a comprehensive understanding of ceramic and metallic nuclear fuels is the evolving composition of multi-component systems containing U, Np, Pu, Am, Cm and their oxides, nitrides, carbides, and alloys.  Along with their time-varying concentrations, one must also consider the presence of fission products such as Xe, Cs, Sr, He, I, and Tc.  Sintering of oxide, nitride, and carbide fuel pellets requires a strict control of composition, thermal treatment, pressure, and atmosphere. The large number of control parameters and the uncertainty associated with each one make the problem generally intractable, thus turning sintering into “black magic”.  Similar issues impact the casting of metallic fuel rods. 

Once in the reactor, the fuels and structural materials (pressure vessels, pipes, ducts, etc.) are subjected to severe radiation environments that continuously alter their thermo-mechanical properties. Due to the irradiation effects, the physics and chemistry of such materials become more complex over time. It is well documented [5] that ceramic fuels exhibit radial and angular cracks and the severity of the structural damage increases with burn-up. Clad materials also undergo thermo-mechanical processes that lead to severe deformation all the way to clad rupture.  Root causes of these phenomena are fission-product migration and gas bubbles accumulation.  Despite its importance, the diffusion of fission products is poorly understood due to the lack of “in situ” characterization methods. Additionally the role of diffusion at the grain boundaries is unclear. Accurate models of microstructure (point defects, dislocations, and grain boundaries) evolution during service are still lacking. To understand the irradiation effects and microstructure evolution, a combination of experimental, theoretical, and computational tools is required.

Creep is the slow deformation of a material in response to stresses of various origins, mechanical, thermal, or irradiation, during long periods of exposure at levels below the yield strength of the material.  In a reactor, thermal creep and irradiation creep produce dimensional changes of the fuel element which can lead to severe deformation and reactor accidents.  Because primary creep relaxation takes place in short times (minutes), fast diffraction techniques are required for characterization.  Mapping the local stresses and simulating their evolution with time under irradiation and temperature conditions would help in reactor material design and in safety assessment. 


Stress corrosion cracking (SCC), induced by the combined influence of applied and residual tensile stress and corrosive environment, is one of the main mechanisms of materials failure in the nuclear power plant.  Proton irradiation studies of the effect of irradiation on stress corrosion cracking of 316L stainless steel and nickel-base alloy 690 in supercritical water (SCW) show that irradiation to 7 dpa at 400 °C and 500 °C resulted in increased stress corrosion cracking, becoming increasingly severe with temperature [6].  


Fuel materials are not perfect crystals. Understanding the fuel microstructure (grain size, porosity and chemistry) and behavior under irradiation and temperature (fission gas bubble formation, swelling, and creep ) are important areas of research.  It was discovered early on [7] that the accumulation of fission products in gas bubbles can decrease the heat transfer, leading to fuel element overheating and local melting. To address these issues, it is important that materials models incorporate point, line, 2-D, and 3-D defects [8]. Models of dislocations and fracture can play a central role in improving the Finite Element simulations of heat and species transport in fuel elements.  

The phase stability of nuclear fuels, especially during transient regimes, is a concern for the nuclear energy industry and regulators. Metallic fuels are more at risk due to the presence of low temperature eutectics [9], while ceramic fuels are less likely to melt but may experience local solid-solid phase transformations. Since temperature and pressure are the control parameters in most processes, the Gibbs free energy of all phases is the critical thermodynamic property for phase stability calculations [10]. When taking into account the fission products and the chemical dynamics of the fuel material, it becomes necessary to develop models of the free energy of mixtures with tens of components. This is a truly formidable challenge which can be addressed only by national and international collaborative programs.

After reaching the prescribed burn-up level, the spent nuclear fuel is stored in local and national facilitates where the evolution of the waste properties is carefully monitored. It is difficult, if not impossible, to measure the properties in the storage canisters or barrels without opening them. Models of thermo-chemical properties of the waste coupled with simulations of actinides and fission products evolution, including potential chemical reactions, can play a crucial role in certifying the stability of the nuclear waste. Although thermo-chemical properties are available for many phases of interest (solutions and compounds) more work is necessary to model the properties of advanced (minor actinide containing) fuels. 
C.  OPPORTUNITIES CREATED BY EXASCALE COMPUTING
Addressing the materials challenges requires a closely coupled experimental, theoretical, and computational effort directed at both the scientific and the engineering issues. In this partnership, computational science and high performance computing are important in several ways:  
i)   Increasing the predictive character of models and simulations.
Experiment, theory, and computation are at the core of the scientific approach to knowledge. In many research areas, including nuclear energy, two new concepts have recently emerged: models and simulations. A model is a logical description (conceptualization) of how a system (material, in our case) performs.  Empirical models are collections of experimental observations fitted to mathematical expressions, such as (but not only) polynomial functions.  When accurate, empirical models are valuable for technological applications. Theory-based models are built upon fundamental principles developed within or across scientific disciplines (physics, chemistry,…etc). These multi-physics models do not involve empirical trial-and-error methods; as such they are expected to provide a deeper understanding of the behavior of nuclear energy materials, to the extent that they approach being predictive. A simulation is the process of conducting experiments or running computer programs to reproduce, in a simplified way, the behavior of a system. Simulations describe the evolution of the system along a certain coordinate, most often the time. 
In this discussion it follows that both the models and the simulations must be subject to verification and validation.  Here verification is the process by which the fidelity of a numerical algorithm with respect to underlying mathematical representation of a model or simulation is established and the errors in its solution are quantified, while validation is the process through which the scientific community comes to accept that a particular model or simulation reliably accounts for real world behavior.  Most validation processes involve comparison with experimental data. Occasionally simulations are “weakly validated” against computational results. Finally, uncertainty quantification is the process of characterizing and reducing uncertainties measurements, model predictions, and simulation results.

Applications of high performance (peta-scale and exa-scale) computing carry along both the burden and the opportunity of improved uncertainty evaluations, margins quantifications, and reliable predictions of materials behavior. Besides allowing for simulations of trillions of atoms over seconds or days, exa-scale computing will provide simulations of complex, coupled physics and chemistry of reactor materials. A consequence would be increasingly accurate predictions, leading to greater confidence in the power of models and simulations, especially on the part of industry and regulators. We expect modeling and simulation to become an integral component of nuclear fuels design, licensing, and waste repository certification processes. 
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Fuel performance is one area that has already benefited from advanced models and simulations. The fuel performance codes are becoming complex tools in support of fuel characterization and optimization.  Consisting of a computer code (or a set of codes) based on models of fuel and clad properties, they are capable of simulating thermal, mechanical, and chemical phenomena in the nuclear fuel element during operation.  Fuel performance codes are sometimes classified according to their history and complexity by “generations”, starting with Generation 1 (1-D, serial codes based on empirical models) and ending with Generation 4 (parallel, 3-D codes with improved models). We believe that computational science advances and exa-scale computing will drive the development of a new generation of fuel performance codes that fully integrate the science-based models of irradiation effects on materials and the large scale simulations of coupled neutron, heat, and species transport in the reactor core.
ii) Expanding the investigation space to identify and resolve new scientific problems that can be solved only through exascale computing. 
We can foresee an expansion of predictive capabilities based on simulations that involve numbers of atoms relevant to meso-scale phenomena and cover real times that correspond to the dynamics of species transport and microstructure evolution in reactor materials (Fig. 1).  Here are a few examples of how exascale computing may surpass current computational capabilities, as well as the science that becomes accessible via such simulations: 

- Quantum Mechanical calculations of electronic structure properties of systems consisting of trillions of atoms, compared to the current hundreds of atoms. Such simulations will evaluate properties of multi-component materials, at finite compositions, such as free energy of formation of alloys and compounds.

- Quantum Mechanical calculations at finite (room, high) temperature, in contrast to the current (mostly) 0K results. This will enable predictions of properties such as phonon spectra, heat capacity, bulk moduli, and stress-strain curves in temperature regimes relevant to manufacturing, operation, and storage of nuclear materials.

-Atomistic (e. g. Molecular Dynamics) simulations of a much larger number of atoms (10^20), compared to the current state of the art (10^8).  Such capability will allow whole grains, interfaces, and heterogeneous regions of materials to be studied, as well as increase the accuracy of radiation effects simulations.

- Atomistic simulations that cover much longer real times (seconds, hours), compared to the current state of the art (nano-seconds). This will open up an unprecedented investigative space to include simulations of fission products diffusion in the grain and at the grain boundary, gas bubbles nucleation, and swelling. 

-Many-body, parallel Monte Carlo simulations of coupled neutron transport and radiation cascades in systems consisting of trillions of atoms, for hours or even days.  Such simulation tools will capture the interplay between the neutron flux and the changes in materials properties, and enable access to critical phenomena such as stress corrosion cracking.

-Meso-scale diffuse-interface (phase field) or sharp-interface (level-set) simulations of microstructure evolution under irradiation. We expect these simulations to be “atomistically informed” and to include defect formation and recombination processes occurring in radiation cascades. These computational tools will assist the optimization of advanced, innovative nuclear fuel forms and the design of radiation resistant structural materials.

-Multi-scale, embedded simulations, building on the Car-Parrinello method but covering larger time and space domains. Such simulations will improve on the “first principles” character of the multi-scale methodology. At this stage, we believe that developing comprehensive models and running simulations “at scale” will remain the best approach. In this context, the transfer of information between scales will become a fruitful and rewarding research area. 

iii)   Inspiring new ways of doing science. 
Thinking back to the early days of computing, one can see that advances in computational power have inspired new approaches in atomistic simulations. The Monte Carlo method changed the paradigm of atomistic studies from the traditional deterministic approach to a probabilistic methodology that is today a highly trusted and valuable predictive tool. 

As we develop a list of probable extensions of the current methods and the doors they open for investigating new phenomena in materials, additional exciting areas of research will be identified. Advances in computational science leading to exascale simulations will generate ideas that will lead to completely new ways of doing science. 
What will be next? Will we witness the expansion of Quantum Mechanical calculations beyond the Density Functional Theory? Will exa-scale computing generate “virtual phenomena” that will serve as the spark for experimental studies? How about building materials “atom by atom” in integrated theoretical, computational, and experimental studies? Can new materials be designed to evolve into structures capable of accommodating the local radiation environment? How about “self-healing” nuclear reactors that recover after accidents? The range of innovative science inspired and assisted by high performance computing is limited only by our imagination.
D. PRIORITIZED SCIENTIFIC PROBLEMS
The nuclear energy materials challenges that can best exploit extreme-scale simulations are problems where questions of a fundamental science nature are well posed in terms of quantitative concepts and models, and where the role of simulation is explicitly defined.  Deliberations on each challenge could focus on a particular functional property which clearly impacts significant advances in nuclear materials application, and use this “overarching functionality” to drive all subsequent discussions of motivation, approaches to be taken, and anticipated results.  The process of analysis and evaluation we have in mind may be roughly characterized as analogous to an “inverse problem”, in that one specifies a desired functional property and ask what microstructure evolution simulations can provide the necessary understanding and control to obtain the result.  This idea may provide a way to prioritize the panel discussion of suitable problems for high-performance computing, among the several suggested below.

P1. Understand, predict, and control microstructure evolution under irradiation. 
Given a fuel or structural material, model: a) the free energy of the grains and grain boundaries and b) the mobility (diffusivity) of actinide and fission products in the grains and at the grain boundaries. Then simulate the microstructure evolution under self and/or external irradiation, including grain growth and the nucleation and growth of gas bubbles. Use the results to understand the radiation effect, to determine the optimal microstructure of nuclear fuels and structural materials, and to control the actinide and fission products migration and accumulation. 
Solving this problem will tremendously impact the materials design (manufacturing) and will advance separation technologies. The problem is today very difficult for perfect crystals and intractable for real, defective materials. As a consequence, the science-based models of the free energy must include defects (point, line, surface…etc) and account for potential phase transformations, especially melting. From a computational point of view, the grand challenge is to understand, predict, and control one mole of substance (10^26 atoms or molecules), for one second, by 2015. Given the huge number of degrees of freedom of the system (at least nine for each atom/molecule), exascale computational capabilities (at the minimum) are necessary.
 P2. Understand, predict, and eliminate stress corrosion cracking.
Given a structural material operating in specified temperature and corroding atmosphere conditions and subject to a range of applied strain, model the thermo-mechanical properties as function of the reactor radiation level. Then simulate and predict the initiation and propagation of cracks, including branching. Use the results to understand the SCC mechanism(s) and to determine the temperature, atmosphere and strain regimes that decrease the risk of stress corrosion cracking. 
We estimate that the models must be “atomistically informed” to predict the crack nucleation sites. The models of the stress-strain curves under irradiation should account for the grain size distribution and the multiple grain boundaries interactions, such as the triple points. A multi-scale approach that is centered on the meso-scale component and operates in a continuous feedback with atomistic and continuum simulations will require new computational algorithms. In addition, given the necessary mesh refinement (nested meshes for the integrate multi-scale approach) and dynamic time refinement (multiple characteristic computational time steps) reaching exasflops is the minimum required computational speed.
P3. Understand, predict, and minimize the fuel-clad interaction.
Given specific ceramic fuel and metallic clad materials, develop models of the thermo-mechanical and chemical interactions at the interface between the two materials. Then simulate fission products gas release in the gap, clad deformation, and oxidation/reduction of the clad material. Use the results to understand the ceramic-metal interaction, to determine the compatibility between various fuel and clad materials, and to predict optimal operation regimes.
Although the simulations will most likely operate at the continuum scale for real times of hours or longer, we estimate that the models will have to draw information from lower level time and space scales to account for the complex mechanical and chemical dynamics of the system. The 3-D character of the simulations is critical in pinpointing the most likely locations for clad failure. Combined with the complexity of the transport equations, conservation laws, initial and boundary conditions, the problem becomes computationally intensive, requiring at the least exascale computing.
P4. Understand, predict and improve the stability of waste forms.
 Given a class of nuclear waste forms, develop models of the free energy of all phases in the system and calculate the phase stability in relevant temperature and composition domains. Then simulate the migration of chemical species in these materials under thermal and chemical gradients and determine the impact on the phase stability of the system. Use the results to understand the main components of the free energy, to predict the stability of current waste forms in the storage facilities and repositories, and to propose new, innovative materials with improved stability for future waste forms.

Since solving the problem requires long term predictions (months, years …centuries), the evaluation and analysis of uncertainty plays a key role. It is likely that the computational methodology will involve sensitivity analysis and forward/adjoined differentiation for uncertainty propagation calculations. The system will be associated with a huge data matrix that will stretch the limits of the computational platform memory and will likely involve dynamic memory allocation in a new, innovative way. For this problem, exascale computing must be accompanied by the most advanced computational science, information science and outstanding computational memory resources (data collection, storage, and retrieval).
E. INITIATIVES

We believe it is fair to say that the overarching goal for the materials panel is to control the properties and phenomena in irradiated materials for nuclear energy. To achieve this goal, we propose to develop theory-based models that enhance the understanding of irradiation effects on materials properties, to develop the computational science required to perform petascale/exascale simulations of heat and species transport in reactor materials, and to create an integrated theoretical, experimental, and computational validation process.
1. Create Institutes for Materials Discovery and Design. 
The institutes will integrate experiment, theory, and simulation and will bring together scientists that are trained in all areas and have complementary expertise. The model development work will cover a wide range of space and time scales, starting with the nucleus and the atomic electronic structure (nm) all the way to the reactor components (meters), and from defect formation (pico-seconds) all the way to the operating characteristic times (months, years).
 Participants will collaborate in developing and performing atomistic, meso-scale, and continuum simulations of irradiation effects in reactor materials, to predict and control point defect formation, microstructure evolution, and materials performance in reactor environments. The centers will include state of the art laboratories for small-scale experiments, computational materials science hubs for model development and remote simulations on high-performance computers, meeting rooms equipped with advanced visualization capabilities, and offices for staff, guest scientists and students (Fig. M1). It is critical for IMDD to bring together mature and early career scientists, from USA and the international community. 

2. Develop and maintain a national knowledgebase of data, models, and simulation results. Besides maintaining a close collaboration with the existing national and international databases, we propose to create, update, and maintain a national “knowledgebase” that includes experimental data, models (mathematical expressions), and simulation results (tables, graphs, diagrams), all linked to publications and web sites. The knowledgebase will have a user friendly interface and will use advance query techniques capable of retrieving numbers, text, and images. The knowledgebase will be updated with information from the IMDDs and will serve as a resource for national laboratories, universities, and companies.

F. SUMMARY
To provide a framework for the workshop panel discussions, we have evaluated and listed a series of nuclear energy materials topics that are critical for the design and optimization of advanced nuclear energy systems. The list includes: achieving the required energy density while maintaining structural integrity during operation, microstructure evolution under irradiation, creep, stress corrosion cracking, phase stability, and the thermochemistry of nuclear waste forms.

A review of the benefits of the extreme-scale simulations reveals that increasing the computational speed creates outstanding opportunities for expanding the investigation space to identify and resolve new scientific problems that can be solved only through exascale computing. High performance computing can also contribute to increasing the predictive character of models and simulations and can inspire new ways of doing science. 

Based on these challenges and capabilities, we defined four problems that could benefit from high-performance computing. The problems require the development of fundamental understanding, improved prediction, and advanced control of: microstructure evolution under irradiation, stress corrosion cracking, fuel-clad interaction, and stability of waste forms. In our evaluation, exascale computing is the minimum necessary for solving the problems.
We close the white paper by proposing two initiatives: 1) creating institutes for materials discovery and design, and 2) creating a national knowledgebase for data, models, and simulation results.   We estimate that the initiatives, complemented by other ideas resulting from the workshop, will create a good framework for the integration of theory, experiments and simulations, toward improving the control of the properties and phenomena in irradiated materials for nuclear energy applications.
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Figure 2. Schematic representation of the main components of an Institute for Materials Discovery and Design.





Figure 1. Multi-scale methods [11]
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